ABSTRACT
An artificial neural network was trained to rate the distances between pairs of
cities on the map of Alberta, given only place names as input. The issue of
interest was the nature of the representations developed by the network's
hidden units after it successfully learned to make the desired responses. A
number of different analyses indicated that the network's hidden units had
developed metric representations of space. The manner in which this network
completed this task has implications for the representation of spatial
relationships in biological systems, specifically, how place cells in the

hippocampus may represent spatial information.
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NETWORK ARCHITECTURE
The network was a network of value units that had 10 output units, 6 hidden
units and 13 input units. Each input represented one of the 13 place names.
Pairs of place names were presented as stimuli by turning two of the input units
on (activated at a value of 1). All of the other input units were turned off
(activated by a value of 0). The input units themselves did not provide any

metric information to the network.

How might an artificial neural network represent metric space?

m for each hidden unit, one could find a vector that passed through the
MDS plot such that when city locations are projected onto this vector, there
were very high correlations between these projections and the connection
weights feeding into the hidden unit.

HIDDEN Correlation between Projections

X- Coordinate Y - Coordinate

UNIT and Connection Weights of UnitVector  of UnitVector
HO 0.947 0.681 -0.732
H1 0.857 0.935 -0.354
H2 0.877 -0.925 0.380
H3 0.905 0.996 -0.087
H4 0.954 0.996 -0.085
H5 0.963 0.992 0.124

B assuming each hidden unit occupies its own position on the map, one
could find a location for each hidden unit that produced a high correlation
between the connection weights feeding into the hidden unit and the distances
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m assuming each hidden unit occupies its own position on the map, the
position for each hidden unit produces a high correlation between the distances
, the origin of the MDS plot and the Gaussian-transformed distances between

From a map of Alberta, we determined the shortest distance in kilometres

between each pair of locations. These distances were then converted into CONCLUSIONS

ratings. cities and the location of the hidden unit. Although this artificial neural network was not explicitly given metric input, after
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